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Introduction

How does ethnicity affect party systems?  Most existing work on this question (eg. Ordeshook and Shvetsova, 1994; Neto and Cox, 1997; Cox, 1997; Mozaffer, Scarritt, and Galaich, 2003) focuses on the number of parties, exploring the joint impact of institutional rules and ethnic heterogeneity.  In these treatments, both dependent and independent variables are taken as snapshots, i.e. fixed for the period in question.  Dynamic aspects of the relationship – how, for example, the relative fluidity of ethnic coalitions affects changes in the number or size of parties – are ignored.   In this chapter, I suggest that constructivist approaches to ethnicity – such as that proposed by Chandra and Boulet – open new lines of research for exploring precisely these issues.  More specifically, I explore a fairly straightforward hypothesis: ethnic configurations that produce a single winning minimum coalition tend to produce stable party systems and low electoral volatility, while configurations that produce multiple winning minimum coalitions (or fail to produce any) should be associated with unstable party systems and high electoral volatility.  Before examining this question directly, I first consider existing work on ethnicity and party systems.  I then look more closely at the hypothesis proposed above and the conditions necessary for it to hold.  I then move to a preliminary test of the hypothesis using African data.

 Ethnicity and party systems


While it seems commonsensical that the nature of demographic divisions (their relative size and number, the types of attributes upon which they are based, their relative stability) should affect party systems, systematic treatments of this relationship have been relatively few and far between.  Since Horowitz (1985), most research on ethnicity and elections has involved case studies of single countries or small sets of countries (Posner, 2003; Chandra, 2003; Ferree, 2002; Reilly, 2001).  Though this work has produced important and intriguing insights, it inevitably faces questions of generalizability: do the findings travel outside the country studied, or are they idiosyncratic to that place and time?  
Furthermore, the limited number of studies that are cross-national studies in nature have focused on just one variable: the number of parties in the party system.  Classic pieces by Ordeshook and Shvetsova (1994), Neto and Cox (1997), and Cox (1997) demonstrate that the effective number of parties in a country is a joint function of the permissiveness of electoral rules and the ethnic heterogeneity of the society:  Restrictive systems (like those with single member plurality rules) tend to produce only a small number of parties, even in ethnically diverse countries.  In contrast, the number of parties in permissive systems (those with proportional representation and low thresholds) depends on the degree of diversity: heterogeneous countries tend to support large numbers of parties, while homogeneous ones tend to produce relatively few.  
More recently, Mozaffer, Scarritt, and Galaich (2003) provide a detailed look at these same issues for African countries and make some important innovations: they use a different measure of ethnic diversity, one that focuses on “politically relevant” ethnicity (identities that have been politicized, though not necessarily particized) and captures the nesting nature of ethnicity in Africa, where most ethnic identities can be either divided into smaller divisions and/or aggregated into larger ones.  They also consider ethnic geographic concentration as well as fragmentation.  
These innovations result in some important new findings.  First, at least in Africa, ethnic fragmentation on its own reduces the number of parties in the party system, rather than increasing it.  They speculate that this occurs because, in highly fragmented systems, no group is large enough to capture a majority, thus groups need to combine together in coalitions to acquire power, therein reducing the number of parties.  This effect is mediated, however, by the degree of geographic concentration of groups, which tends to increase party number.  Finally, district size (a key institutional variable considered by previous work) has an interactive effect with both fragmentation and concentration: countries with large district magnitudes, high fragmentation, and low concentration have few parties, while countries with large district magnitudes, high fragmentation, and high concentration have large numbers of parties.  Thus, the effects of institutions are contingent both on ethnic diversity and ethnic concentration.  The authors also find, intriguingly, that in Africa, relatively low fragmentation accompanies fairly high electoral volatility, a paradox they suggest is explained by the existence of large but unstable electoral coalitions.  
While these various studies offer valuable insights into the effects of ethnicity on party systems, the relationships they explore are essentially static: the distribution of ethnic groups is assumed to be a fixed and exogenous variable, with a fixed effect on the number of parties.  Mozaffer, Scarritt, and Galaich acknowledge that ethnic distributions are not fixed in theory and hint at some dynamic relationships, but the tests they do, like earlier ones, are still static ones: the structure of ethnic groups is treated as frozen for the period in question.  And, though their variable for ethnicity is more nuanced than previous ones, capturing the multilevel or nested nature of ethnic identities in Africa, their statistical tests simply aggregate this complexity into a single score.    

In contrast, constructivist theories of ethnicity are inherently dynamic – they reflect upon the possibility of change in the constellation of ethnic identities.  For this reason, the insights of constructivist theory, even where acknowledged, are difficult to incorporate into analyses that are static in nature.  Improving upon this necessitates both a shift in independent variables from a static view of ethnicity to a more dynamic one and a shift in dependent variables, from the number of parties to something that captures change.  One possible candidate for the latter is changes in the size and distribution of support across parties, i.e. electoral volatility.  Here, the relevant question is – are some ethnic “situations” (meaning, current groupings as well as potential groupings) more likely to produce changes in the party system than others?  Before turning directly to this question, it is useful to review the literature on electoral volatility.

Electoral Volatility


Electoral volatility, though less studied than the number of parties in the party system, is arguably just as important.  The negatives of high volatility are well-known.  Mainwaring and Scully (1995:22) include volatility as a key component of institutionalization and suggest that, when volatility is high, “democratic politics is more erratic, establishing legitimacy is more difficult, and governing more complicated.”  Parties come and go at the whim of sudden and violent shifts in electoral coalitions, increasing the chances of populists coming to power and generating high levels of uncertainty for voters, who struggle to make informed choices about electoral choices and hold politicians accountable for their performance in office.  For parties in power, uncertain if they will be around tomorrow, time horizons are short and patience scarce for policies that bear fruit over the long term.  


On the flip side, as detailed by Giliomee and Simkins (1999), extremely low volatility can also be a problem, especially when it is symptomatic of permanent exclusion of one portion of the electorate from power.  Dominant parties can grow complacent and less inclined to work hard to deliver positive outcomes.  Patronage links and incumbency advantages can become ever more entrenched, multiplying the barriers for the opposition.  And those members of the polity whose experience of elections involved unbroken strings of failure can become bitter and hardened against the notion of democracy, viewing it as tyranny of a fixed majority, not a pluralistic waxing and waning of shifting coalitions.  In short, too much electoral volatility can be a bad thing, but so can too little. 


Electoral volatility varies both across regions and within regions over time.  In general, the newer democracies of the developing world have had higher levels of volatility than the older democracies of Europe and North America.  Mainwaring and Scully (1995) show that legislative volatility in Latin America has been much higher, on average, than volatility in Europe.
  Mean legislative volatility for Latin America for the 1960-89 period (for some countries, a smaller period) was 24 percent.  They compare this with Bartolini and Mair’s (1990) data for Europe (1885-1985), which shows that the highest single case for 303 election periods was 32 percent in Weimar Germany and the highest mean over all election periods was France, at 15 percent.  Bielasiak (2002) shows that the new democracies in Eastern Europe and Former Soviet Union (FS) also have higher rates of legislative volatility than Western Europe: average volatility during the 1990s for East Central Europe and Southeast Europe was around 20 percent, for the Baltic states, around 31 percent, and for FSU Europe, around 42 percent.  Finally, Kuenzi and Lambright (2001) show that average African legislative volatility has been quite high, at 28 percent, with several countries exceeding 50 percent.  

While these regional cross sections represent average volatility rates over a given period of time, data from established democracies also make it clear that volatility can change over time within a particular region.  Dalton, McAllister, and Wattenberg (2000) show that electoral volatility increased in all but three (France, Japan, and the United States) advanced industrial nations between the 1950s and 1990s.  Thus, in the 1950s, Australia had a volatility level of 5 percent; in the 1990s, it was 8 percent; Italy had a volatility level of 10 percent in the 1950s; by the 90s, it had risen to 40 percent (see table 3.1, page 41).  Although European and other advanced democracies have, on average, much lower rates than other regions of the world, these differences over time are noteworthy.


While variation in volatility levels is well documented, explanations for these patterns are undeveloped.  As far as cross-regional variations, most authors do not go much further than implying that volatility is simply a function of being a new democracy, one of the growing pains of consolidation.  Parties are weak and have only superficial ties to populations, coordination problems are common because information regarding the support levels of parties is lacking (few polls, no history to go on), causing voters to meander between parties from election to election, searching for an electoral coalition that will stick.  
While these broad explanations no doubt have some validity, they do not explain the large variations in volatility levels amongst new democracies.  Indeed, although volatility is higher on average in new democracies, mean levels obscure tremendous variation.  In Latin America, Mainwaring and Scully’s data reveal countries like Peru (with a volatility of 54 percent) and Brazil (41 percent) but also countries like Colombia and Uruguay (both around 9 percent).  Variation is also large in Bielasiak’s postcommunist states: in the Czech Republic, volatility is similar to the higher end of countries in Europe (Italy) at 13 percent, while in Russia it is around 47 percent.  Kuenzi and Lambright’s African countries perhaps display the largest levels of variation, with many countries at the low end of volatility (Malawi, 4 percent; Cote d’Ivoire, 9 percent; Botswana, 10 percent), and others topping the charts (Comoros, 81 percent; Madagascar, 64 percent; Mauritius, 72 percent).  It is also interesting to note that the Weimar Republic, Germany’s first democracy and Europe’s most volatile case, was only slightly more volatile than the mean level for volatility in today’s African democracies.  In some of these cases, the age of the democracy might have something to do with low volatility levels (Colombia, Uruguay), but in others (Malawi, Czech Republic), this cannot be the answer.  Furthermore, the age of the democracy cannot explain recent up-trends in volatility in Europe, after decades of low levels (unless, of course, some non-linear function is posited).    

Work on Western Europe, seeking to explain variation over time, has emphasized underlying social factors – probably a direction that cross-national research needs to take as well.  For Lipset and Rokkan (1967), major changes in party systems occur only on the heels of extraordinary events in history, social revolutions that fundamentally alter cleavage systems like, for example, the industrial revolution and the extension of the franchise in Europe.  In more ordinary periods, party systems should be relatively stable, “frozen” to reflect past political battles.  Thus, by this account, volatility should reflect major social turmoil and change.  Though this is no doubt true in some cases, it fails to explain significant patterns of variation.  For example, it would be difficult to argue that social change in Mauritius outstrips social change in Malawi, or that Columbia’s social situation is less tumultuous than Peru’s.  Other explanations are clearly necessary. 

Dalton, McAllister, and Wattenberg (2000) also root variations in volatility in social change, suggesting that recent increases in volatility in long-term democracies reflect the “modernization” of the electorate.  As voters become more educated, they rely less on parties to help them make decisions about politics, so partisanship declines.  With the decline of partisanship, voters are freed up from their traditional political associations, shifting from party to party depending on issues and their attraction to individual candidates, thus increasing levels of electoral volatility.  Though possibly valid for Europe, this explanation does little to explain variations across the developing world.  Looking at two of Africa’s wealthiest and oldest democracies, Botswana and Mauritius, one has high volatility, the other low.  Wealth also seems to have very little relationship with volatility in Latin America.  Once again, additional explanations are needed.  
Demographics and Electoral Volatility


Electoral volatility indicates instability in voting coalitions, that is, that the “dancing partners” in the electoral game shift frequently.  While general social context (level of development, experience as a democracy, culture, etc.) no doubt shapes this, it also makes sense to look at the dancing partners themselves, the component parts of electoral coalitions.  There are many different qualities that might matter in dance partners.  One intriguing one, highlighted by Chandra and Boulet, involves their stability: are the underlying units of electoral coalitions (the dance partners) relatively fixed entities or are they themselves fluid?  If they are fluid, then one might reasonably expect electoral coalitions to shift around, producing high electoral volatility. 
According to Chandra/Boulet, polities vary according to their distributions of attributes, where attributes are characteristics (traits, markers) that allow people to be parsed into categories (groups). 
  The same distribution of attributes can produce different parsings (sets of categories), depending on which attributes members of the population choose to privilege.  A distribution is stable if all members of the population remain fixed in how they identify, thus producing a fixed set of categories.  Critically, Chandra/Boulet argue that some distributions of attributes produce relatively stable sets of categories, while others do not.  Stability depends on the absence or presence of a single minimum winning category (MWC).  A category is defined as minimum winning when it is larger than some threshold k (where k is exogenous, some coalition size deemed necessary to decisively influence politics) and does not contain any other possible category whose size is also k (p. 18).  Depending on how attributes in a particular polity are combined, they can produce zero MWCs, multiple MWCs, or a single MWC.  If a distribution of attributes produces a single MWC, it should congeal around a stable parsing of groups because members of the MWC have every incentive to identify with that category, and little incentive to choose a different one.  In contrast, if there are multiple MWCs, individuals who are members of more than one MWC can be bribed into joining one or the other of these categories, producing a potential for instability.  In other words, the very categories that divided the population shift around, making the dance partners of electoral coalitions unstable.   
This framework generates a relatively straightforward hypothesis about electoral volatility, namely, if a polity’s distribution of attributes produces a single MWC, then electoral coalitions should be stable and electoral volatility low.  Otherwise, electoral coalitions should be less stable, and volatility higher.  

In order for this hypothesis to hold, however, a number of important conditions need to be satisfied.  First, group identity needs to matter for voting.  Otherwise, decisions about identification may have little bearing on the electoral realm.  There are (at least two) paths for identity to shape voting decisions.  Following Horowitz (1985), voting can simply be an expression of identity, a means of registering membership in a group.  Alternatively, voting may be less expressive and more instrumental.  Assuming individuals believe their interests correlate with those of their group
, group identity can act as a “sufficient statistic,” a useful heuristic for guiding voting decisions.  In a “what’s good for the group is good for me” logic, voters evaluate parties and choose between them according to which ones are most likely to generate benefits for the group in the future.  In both cases (the instrumental and the expressive), decisions about identity, the categories that are relevant and their sizes, become critical in shaping electoral outcomes, though for different reasons.
  In contrast, if voters are not guided by an expressive logic, or if they do not believe that group identity has much bearing on their individual fates, then questions of identity and the relatively stability or instability of identifications is unlikely to have much of an effect on voting behavior or the electoral system.
A second condition that needs to hold for the volatility hypothesis to make much sense is that politics resembles a “divide the dollar” game.  By this I mean that actors in the political game (politicians, voters) care about strict pay-outs, not policies per se.  Thus, the output of political processes involves private as opposed to public goods and, in the language of Kitschelt (2000), the linkages between parties and voters are clientelistic instead of programmatic.  Why might this affect the Chandra/Boulet framework?  First, instability under conditions of multiple MWCs depends on the possibility of side-payments, of some members of a MWC distributing benefits to other members of the MWC to get them to identify with that MWC instead of its rival.  When politics is programmatic and mostly concerned with the provision of public goods, side-payments targeted at specific groups, excluding other groups, are more difficult to generate.  
Furthermore, under programmatic politics, preferences over policies matter in addition to preferences over strict pay-outs.  Assuming policy preferences correlate with attribute type and vary across attributes, it may be the case that some attribute sets that make nice combinations from the perspective of size, make lousy combinations when it comes to policy preferences.  This generates an additional criterion for the viability of MWCs, and therefore may act to reduce their number.  The analogy here is to work on coalitional politics, and the insight that when parties care about policy in addition to office, the number of winning minimum coalitions may be reduced.
  For these two reasons (reduction of ability to use side-payments to break apart rival MWCs, reduction of number of viable MWCs due to incompatibility of policy preferences), the existence of programmatic politics instead of divide-the-dollar politics should reduce the fluidity of coalitions in the case of multiple MWC, increasing the significance of path dependence (whatever MWC the polity started with should prove to be fairly sticky), and make it less likely that the volatility hypothesis should hold. 
A third condition necessary for the volatility hypothesis to hold is that voters hold substantial common knowledge about k, and about the size and turnout rates of different groups.  If there is ambiguity about k – some argue it is 51 percent, some argue it is 67 percent, so that a constitution can be changed, some suggest 40 percent is sufficient because the opposition is disorganized – then people may be unclear about which categories are actually winning minimum categories, and which are not.  Furthermore, if the size of groups and their proclivity to participate in political processes is unknown, this also injects a degree of uncertainty into the calculation and comparison of different MWCs.  Although perfect information may suggest a single MWC, real politics is often messier.  To the extent that uncertainty prevails, polities may be less stable then their numbers suggest.  

A fourth important consideration concerns the costs of building and transforming demographic coalitions.  Chandra/Boulet operate in a world where groups seamlessly form and reform; in the real world, there are costs to creating new groups, categories, and coalitions and endowing them with political substance.  If these costs are high enough, they may engender significant stickiness to group configurations, even where demographics alone suggest the presence of multiple MWCs, instability, and high electoral volatility.  Just because other configurations of groups are possible, does not make them likely.  Again, as in the case of programmatic politics, this may increase the path dependent tendencies of the political system. 

A fifth factor that affects the volatility hypothesis involves the ability of individuals to solve electoral coordination problems.  Even if a polity is characterized by a single MWC, volatility can still result if the voters in the MWC fail to coordinate on a single party, i.e. if multiple parties compete for their votes and voters have no way of knowing which one other voters in their group are going to select.  In these situations, a numerically dominant group may fail to congeal into an electoral majority and party circumstances can vary significantly from election to election.  
Each of these conditions correspond to different strategies electoral winners and losers employ to attempt to solidify or improve the cards dealt to them by straight demographics.  Thus, if a polity has a single MWC and electoral coalitions are relatively fixed, we might expect winners to emphasize the importance of group factors to individual circumstances (“you are nothing more and nothing less than the group you belong to”), while losers do just the opposite, suggesting that individual factors and individual merits are most important, that people should think and act (and vote!) not on the basis of group identity, but individual circumstances.  We might also expect winners to highlight the connection between political power and patronage, while losers campaign on the basis of issues, broad policies, and competency.  Another strategy for electoral losers involves “dis-coordination,” or trying to produce coordination problems within the largest group – either by supporting spoilers or by transforming themselves into parties that can compete for the votes of that group.  Correspondingly, we should expect electoral winners to worry a lot about coordination problems, taking any rival for “their” group very seriously.  Parties can also attempt to manipulate information, inflating or deflating public perceptions of the size of different groups and k to generate new MWCs (or to eliminate some).  Finally, winning parties can be expected to make strenuous efforts to increase the costs of forming new parties and bringing together alternative electoral coalitions – especially if they believe a rival MWC exists but is not currently active.  
All told, parties take the cards dealt them by demographics as a starting point.  Their relative success rates in going beyond demographics affect the degree to which the relationship between electoral volatility and demographics hold.  To the extent that demographic losers are unsuccessful at manipulating the conditions outlined above to alter their electoral chances, we should expect the absence or presence of a single MWC to have a strong impact on electoral volatility.

Operationalizing and Testing the Hypothesis


  In order to test our hypothesis about the relationship between MWCs and electoral volatility, it is necessary to have good measures of both.  It is also useful to have controls for as many of the conditions outlined earlier as possible.  

Electoral volatility is a standard variable in the literature on electoral systems, and has a straightforward operationalization.  It can be measured on the basis of either seats in the legislature (lower house) or vote percentages.  In both cases, the calculation (Pedersen’s index) is made by summing the net changes in the percentage of seats (or votes) won or lost by all of the parties between two elections and dividing by two (Mainwaring and Scully, 1995:6).  As discussed earlier in this paper, legislative volatility levels have been calculated for various areas of the world (Latin America, by Mainwaring and Scully, 1995; Eastern Europe and Former Soviet Union, by Bielasiak, 2002; and Africa, by Kuenzi and Lambright).  Though vote volatility levels would probably be marginally better for testing the relationship between demographic factors and volatility than legislative volatility levels (the latter will have more noise due to the vote-seat translation effects), the easy availability of legislative volatility figures makes them attractive for an initial look at the question.  Thus, operationalizing the dependent variable is fairly straightforward.


Operationalizing the key independent variable, the presence or absence of a single MWC, is more challenging.  Strict adherence to Chandra/Boulet requires identifying all salient attributes for a population, collecting data on their distribution, and then calculating all of the possible combinations and determining which ones are minimum winning.  For a sizable number of countries, this implies a very large data project.  Controlling for conditions one through five also presents formidable challenges.


Fortunately, a focus on Africa partially alleviates these issues of operationalization and control.  Considering first the problem of control variables, several of the conditions outlined earlier hold in Africa.  First and foremost, numerous studies attest to the prevalence and significance of ethnicity as a fundamental shaper of African politics.
 There is little doubt, therefore, that “group” identity is a key factor guiding voting decisions for most people in most African countries.  Second, there is also little doubt that patronage politics runs rampant in much of Africa.
  Consequently, the first (group identity matters) and second condition (that politics resembles a “divide the dollar” game) are likely to hold well in Africa.  As these first two conditions are probably the most important ones, restricting analysis to Africa goes a long way in controlling for (via research design) variables that might confound analysis if omitted.  The fourth condition (low transaction costs) may also hold well in Africa because of the extreme youth of most of the countries and their party systems.   

As for the other two conditions – clarity of information regarding key variables (k, the size of different attribute populations) and absence of coordination problems – Africa is not especially privileged in these regards.  Although demographic data is extremely salient to African populations, information about demographics is not always available or reliable.  Census data is often flawed and out-of-date, and governments sometimes avoid reporting sensitive breakdowns.  For this reason, there might be considerable ambiguity about the relative size of different groups.  Furthermore, given the newness of elections on much of the continent, data on relative turnout rates is also lacking.  These uncertainties and ambiguities are no doubt factors political entrepreneurs can and do exploit.  We might anticipate, therefore, that relationships are not quite as sharp as predicted by Chandra/Boulet, that there might be a range around k (as opposite to a specific point) that is relevant for producing winning coalitions.  Finally, coordination problems are no less a problem in Africa than in other areas of the world – may in fact be greater, due to the informational issues just discussed.  For this reason, we might expect deviations from the proposed relationship to be driven by exploitable ambiguities (is a category that command 49 percent of the raw population but has high turnout rates less likely to be winning if k = 50 percent than one with 56 percent of the population and sluggish turnout rates?) and coordination problems.  All told, however, the conditions in Africa are reasonably favorable for our hypothesis, and allow us to control for several important variables that, if completely ignored, could result in omitted variable bias.


Moving on to the key independent variable, a focus on Africa helps in this area as well because the unique structure of African ethnic groups makes operationalizing MWCs considerably easier than in other areas of the world.  Much of Africa is characterized by a nested as opposed to cross-cutting ethnic structure.  This means that salient attributes tend to nest within each other, each smaller set fully contained by a larger one.  Nesting radically reduces the number of combinations a given set of attributes can produce and it makes finding MWCs easier.  As a result, nested structures are far less complex than cross-cutting ones – both in terms of political possibilities and data operationalization.  [see Chandra, Boulet and Ferree memo].  

Another benefit to focusing on Africa is that an existing dataset (Scarritt and Mozaffar, 1999) both focuses on salient groups and captures the nesting structure of these groups in Africa.  Compared to other datasets (for example, that collected by the State Failure Task Force) which do not focus on salient groups and typically focus on just one level of the nested structure, the Scarritt and Mozaffar data permit a reasonably good  operationalization of Chandra/Boulet.  In particular, looking at the entire nested structure, winning categories (WCs) are simply all categories above k (assumed to be 50 percent for democracies).  If there are multiple winning categories, they will nest within each other.  Depending on whether or not there are restrictions on combinations within levels of the nesting structure, there may be multiple MWCs.  If attributes within a node of the nesting structure are allowed to combine to form sub-categories, then multiple MWCs may exist (but not necessarily).  If groups within a node of the nesting structure are not allowed to combine (other than to form, collectively, the entire next level of the nesting structure), then only one MWC will exist.   

In sum, by narrowing our focus to Africa, we considerably reduce the difficulties associated with testing the relationship between volatility and demographics: several complications are controlled for via research design and pre-existing data on ethnic structures permits a reasonable operationalization of the concepts in Chandra/Boulet.

Data


As discussed above, the dependent variable is simply legislative volatility, calculated as Pedersen’s Index.  These data come from Kuenzi and Lambright (2001).


I employed two different strategies to operationalize MWC, corresponding to two different levels of restrictions on how groups within a level of a nested structure could combine (see above).  The first set of operationalizations of MWC – the restricted set – assumed that combinations were not possible.  Thus, there could be multiple winning coalitions, but only one minimum winning coalition.  To capture this, I created three dummy variables: multiple winning coalitions (multiWC), single winning coalition (singleWC), and no winning coalition (noWC).  In practice, there are only two cases with multiple winning coalitions: Mauritius and Benin.  In Mauritius, the large Indo-Mauritians category is 68.4 percent of the population; the smaller Hindu subset of this is only 51.8 percent of the population.  Assuming k is 50 percent, both are winning coalitions.  In Benin, Southerners are seventy percent of the population; the subset Fon are 55.5 percent.  

To complement these categorical measures, I also generated a continuous variable that codes each country for the size of its smallest group larger than k (assumed to be 50%).  Where there was no group larger than k, the variable simply reflects the size of the largest group in the country.  This coding (groupsize) allows us to explore how volatility varies across a range of different situations that all have no winning coalition but are nonetheless quite different (eg, ones that almost produce a winning coalition versus ones that are not even close).  This latter coding be less sensitive to small variations in k and uncertainty about the size of groups and k.  

The second operationalization – the unrestricted set – permits combinations of attributes within a level of a nested structure.  Thus, there can be multiple minimum winning coalitions.  To capture this, I created three dummy variables: multiple minimum winning coalitions (multiMWC), single minimum winning coalitions (singleMWC), and no winning coalition (noWC).  The last variable (noWC) is the same as the one in the restricted set.  The unrestricted operationalization more closely corresponds to Chandra-Boulet.      

I also used Kuenzi and Lambright’s indicator of the number of electoral periods as a control variable.  This variable may be important if time itself matters in explaining volatility (with older democracies less volatile than newer ones), or it might matter for measurement reasons (the more electoral periods, the less random noise in the measure of volatility, the better the measure).   

Table 1 provides some of the raw data.
Results

In Table 2, Equations 1-3 look at the restricted set of variables; Equation 4, at the unrestricted ones.  It is worth noting that the extremely small sample size (28) makes significant effects difficult to find and magnifies the impact of outliers.  Nevertheless, some interesting patterns emerge in the data.  As a first cut, Equation 1 simply looks at whether or not the presence of a winning coalition matters.  Though the sign on noWC is correct (positive, indicating that not having a winning coalition is associated with higher legislative volatility), the standard error is quite large.  
Equation 2 divides the cases where a winning coalition exists into two categories, those with a single winning coalition (singleWC) and those with multiple winning coaltions (multipleWC).  Here the results are quite dramatic.  Relative to countries with no winning coalition (the intercept), countries with a single winning coalition have much lower levels of volatility (the sign on singleWC is negative and significant).  In contrast, those with multiple winning coalitions have much higher levels of volatility (the sign on multipleWC is positive and significant).  This is not exactly what theory predicted (why would multiple winning coalitions matter?), but the results are none-the-less intriguing.  However, it should be noted (again), that the multipleWC category includes only two cases (Benin and Mauritius), both of which have relatively high levels of legislative volatility.  Thus, the relationships in regression 2 rest on slender data.  Dropping Benin and Mauritius from analysis, regression 2 falls apart but noWC in regression 1 become strongly significant.  This begs the question: why are Benin and Mauritius different?  In particular, why do they have high levels of legislative volatility even though they have a winning category?  Is it because they not just one but multiple winning categories?  Or is it for some other reason outside of the parameters of the currently analyzed theory?  

The results for the third equation, which uses the continuous groupsize variable, are also interesting.  Groupsize has a large, negative, statistically significant relationship with volatility: the larger the smallest winning group is, the lower the levels of legislative volatility.  Figure 1 shows a simple scatterplot that illustrates this relationship: groupsize is on the x axis, legislative volatility on the y axis.  A clear negative relationship is evident.  Also evident, however, is the presence of considerable heteroskedasticity in the relationship.  Once the size of the smallest largest group gets above 75 percent or so, electoral volatility is uniformly very low.  In the 45-55 percent range, however, the variability in volatility levels is quite high: some countries have relatively low volatility, while others (especially Mauritius and Benin) have spiked levels.  Then the range narrows again when the size of the largest group gets quite small (though not as much as where the group is quite large).  

This heteroskedasticity provides some support for the notion that uncertainty about k and group size may matter.  When the largest group (or smallest largest group) is in the 45-55 percent range, measurement error in census reports and turnout levels can mean the difference between the presence and absence of a WC and consequently, should have a large effect on behavior.  One can speculate that this can lead to coordination problems, especially where there are multiple WCs, as in the case of Mauritius and Benin.  Take the case of Mauritius, where there is a WC at 68 percent and one at 52 percent.  Some voters may look at this information and play it safe, choosing the obviously larger dominant group and settling for a larger share.  However, other voters may look at the same information and decide to play it risky, choosing the smaller group and gambling on getting a bigger share.  These different strategies translate into a coordination failure.  Repeated coordination failures over several elections leads to electoral volatility – even when there is a WC.  This little story highlights the importance of the conditions that are not controlled for in the simple regressions in Table 2.  It also suggests (again) the importance of case work to unpack why there is more variability in the 45-55 percent range. 
Finally, equation 4 shows the results with the unrestricted operationalization is used.  These results are very disappointing.  Countries with no winning coalition are more volatile than those with one, conforming to theory.  However, countries with multiple winning coalitions are (perversely) less volatile than those with a single winning coalition.  The huge standard errors on each of these variables (especially multipleMWC) render these results meaningless.  
Conclusion


The preceding empirical analysis has revealed a couple of interesting findings.  First, it would appear that the restricted data outperform the unrestricted data.  That is, the possibility of creating new categories out of attributes at the same level in a nested tree does not seem to be related to legislative volatility.  This is curious, and would suggest that the full, flexible set of possibilities outlined by Chandra and Boulet may not be fully exploited or activated by political parties in the electoral arena.  Perhaps parties, working in the short-term framework mandated by elections, simply do not have the resources to foment new categories, even when there are rewards for doing so.  Instead, they work within the gridwork of already established categories and identities, leaving the real entrepreneurial tasks to other types of political entrepreneurs.


Second, there is some evidence that the relationship between instability and group size is not as clear cut as initially speculated.  In particular, although there appears to be very low legislative volatility when there is a single, clear cut winning group that is at least 70 percent of the population, multiple winning groups and/or groups that are close to k in size may create ambiguity and uncertainty that leads to higher than expected levels of volatility.  This underscores the importance of some of the conditions (coordination problems, ambiguity about k and group size) outlined earlier in this paper and the fact that political entrepreneurs may exploit situations where these conditions hold.  From the findings in this paper, there seems to be some plausible evidence that demographics matter but are not determining.  Case work may help to illuminate this further.         
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Table 1: Raw Demographic Data

	Country
	noWC
	singleWC
	multipleWC
	singleMWC
	multipleMWC
	groupsize

	Benin
	
	
	x
	
	x
	56

	Botswana
	
	x
	
	
	x
	80

	Burkina Faso
	
	x
	
	x
	
	50

	Cameroon
	x
	
	
	
	
	20

	Cape Verde
	
	x
	
	x
	
	100

	CAR
	x
	
	
	
	
	31

	Congo
	x
	
	
	
	
	25

	Cote d’Ivoire
	x
	
	
	
	
	36

	Djibouti
	
	x
	
	x
	
	50

	Equatorial Guinea
	
	x
	
	x
	
	85

	Gabon
	x
	
	
	
	
	30

	Gambia
	x
	
	
	
	
	41

	Ghana
	x
	
	
	
	
	44

	Kenya
	x
	
	
	
	
	28

	Madagascar
	x
	
	
	
	
	27

	Malawi
	
	x
	
	x
	
	51

	Mali
	x
	
	
	
	
	43

	Mauritania
	
	x
	
	x
	
	84

	Mauritius
	
	
	x
	x
	
	52

	Namibia
	
	x
	
	x
	
	50

	Niger
	
	x
	
	x
	
	54

	Sao Tome Principe
	
	x
	
	x
	
	100

	Senegal
	
	x
	
	
	x
	82

	Seychelles
	
	x
	
	x
	
	100

	South Africa
	
	x
	
	
	x
	76

	Togo
	x
	
	
	
	
	44

	Zambia
	x
	
	
	
	
	43

	Zimbabwe
	
	x
	
	
	x
	77


Table 2: Estimates of Legislative Volatility in Africa (original sample)
	
	Restricted
	Unrestricted

	
	(1)
	(2)
	(3)
	(4)

	NoWC
	9.54

(8.01)
	
	
	8.99

(8.45)

	SingleWC


	
	-14.01**

(6.07)
	
	

	MultipleWC


	
	40.25***

(12.49)
	
	

	Groupsize


	
	
	-.35**

(.15)
	

	MultipleMWC


	
	
	
	-3.41

(11.22)

	Number of Election Periods


	1.42

(2.63)
	-1.36

(2.06)
	1.86

(2.44)
	3.54

(3.17)

	
	
	
	
	

	n 
	28
	28
	28
	28

	R2
	.05
	.49
	.17
	.05


Figure 1: Legislative Volatility and Group Size (original sample)
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Table 2: Estimates of Legislative Volatility in Africa (original sample)
	
	Restricted
	Unrestricted

	
	(1)
	(2)
	(3)
	(4)

	NoWC
	9.54

(8.01)
	
	
	8.99

(8.45)

	SingleWC


	
	-14.01**

(6.07)
	
	

	MultipleWC


	
	40.25***

(12.49)
	
	

	Groupsize


	
	
	-.35**

(.15)
	

	MultipleMWC


	
	
	
	-3.41

(11.22)

	Number of Election Periods


	1.42

(2.63)
	-1.36

(2.06)
	1.86

(2.44)
	3.54

(3.17)

	
	
	
	
	

	n 
	28
	28
	28
	28

	R2
	.05
	.49
	.17
	.05


� Reference legislative volatility formula.  Distinguish from vote volatility.  


� The authors overlay this argument with an additional one about the desirability of certain attributes over others – namely ethnic attributes, or those that are visible and relatively sticky.  For the most part, I will ignore this second argument. 


  


� Note, this is an added assumption, one that I think is important, but is not in Chandra/Boulet.  People need to not only identify with a group, but also believe that interests within the group align, that their own personal fate is heavily correlated with that of their group.  In general, Chandra/Boulet ignore the issue of interests, but unless we are prepared to take an expressive view of ethnicity, interests (or at least beliefs about interests) are important.





� For more on this, see Ferree (2003).





� For a review, see Lijphart (1999), ch. 6.  See also Laver and Shepsle (1990).  


� One can only barely scratch the surface on this enormous topic.  Classics include Mitchell, 1956; Bates, 1973; Kasfir, 1976; Horowitz, 1985; Laitin, 1986; and Vail, 1989 (among many others).  More recent work includes Scarritt and Mozaffar, 1999; Englebert, 2000; Ferree, 2002; Posner, 2003; Norris and Mattes, 2003; Wantchekon, 2003.  Virtually any work that deals with the politics of specific African cases touches on the importance of ethnicity, and most cross-national work on Africa considers ethnicity as a control variable at the very least.      





� Here again, the sources are almost too many to cite.  A useful starting point is Bratton and van de Walle, 1997.  The possible exception to this is South Africa, where clientelism has been less pronounced than other areas of Africa.  


� I drop the problematic case of Lesotho, per the comments of Kuenzi and Lambright.  Lesotho had a radical volatility level of 99 percent, more than 25 percentage points above the next highest country.  Apparently, voters followed a politician from one party to a new party, thus accounting for the massive switchover rates between elections.  Lesotho is thus an extreme outlier.  Given the smallness of the sample here, such an extreme case would create problems for analysis, so it is dropped.
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