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Abstract:

Africans in poor, rural settings have several potential sources of social insurance:  political patrons, nonpolitical patrons, family, and the community.  This study uses a natural experiment in the flooded regions of Northern Ghana to analyze the sources of support that rural Ghanaians favor when confronted with threats to their subsistence.  Findings from a survey of over 200 respondents in flooded and non-flooded sites suggest that constituents do not expect additional help from patrons.  Instead, they are more likely to invest in family and community ties.  Proximate trauma causes these individuals to think rationally about their longer-term needs.
Comparative political scholars typically rely on either of two features to characterize traditional Africa.  Some studies depict African political life as driven by a “Big Man” who provides patronage to constituents in exchange for loyalty (Bayart 1993; Bratton and Van de Walle 1994; Clapham 1982; Joseph 1987).
  Others note the presence of a “moral economy” in subsistence environments, in which kinship ties foster a collective responsibility to the group that protects members from want (Scott 1976; Polanyi 1977).  
What has been missing in studies of traditional African political economy is a close examination of constituents, to understand the choices they make under variable conditions.  Studies focusing on clientelism tend to highlight the electoral interests of the patron.  Demand for patronage is assumed to be constant, so little attention is given to the fact that patron-client relationships are one of several forms of social insurance from the constituent’s perspective.  On the other hand, studies that propose a moral economy of the peasant run the risk of romanticizing subsistence living.  They, too, often treat rural African life as relatively static, with occasional individual crises that can be managed through reciprocal exchanges with neighbors.  But what choices do constituents make when faced with radical, acute changes in living conditions?  When subsistence is severely threatened, do constituents rethink the investments they make in either patrons or the community?  
By answering these questions, I hope to address some of the complexities that remain in the study of African political economy at the local, rural level.  In the process, this paper should help to adjudicate between the preeminent theories of clientelism and moral economics as they pertain to the individual.  

To find answers, I rely on results from a natural experiment conducted in rural Northern Ghana in the fall of 2007.  Floods hit parts of West Africa in late August and early September and devastated portions of the three regions in Northern Ghana:  Upper East, Upper West, and Northern.  Over 50 people died as a result of the flood and its aftermath, and over 300,000 people in Ghana were left homeless (U.N. OCHA 2007a).  None of those three regions, however, were affected in a uniform manner—because of variation in river and elevation patterns, some villages were hit hard while others were only mildly affected.  

The experiment capitalized on this variation by comparing the preferences of individuals in villages that were otherwise very similar but which differed markedly in the flood damage they suffered.   The treatment—flood damage—was thus used to distinguish relatively stable rural African life from rural African life under crisis, and results from survey data collected at the sites were used to develop a causal link between the onset of crisis and an individual’s preference regarding sources of social insurance.  The reliance on a naturally occurring event created what is, from a social scientific perspective, a perfectly randomly assigned treatment—what Rosenzweig and Wolpin (2000) would term a “natural ‘natural experiment.’”  The research design thus increases the credibility of the assumption of randomness, which is critical for any natural experiment.

What the evidence suggests is that, while political Big Men are active in the region, Northern Ghanaians facing real disaster do not rely on a patron to provide the extra support they need.  Instead, the proximate trauma of a major crisis seems to push rural African constituents toward the family and the broader community—forms of social insurance over which they can exert control and minimize risk.  
Literature and Theory
It has been well-documented that patrimonial figures largely dictate political processes in Africa through an exchange of goods for loyalty.  Bayart (1993), Bratton and Van de Walle (1994), Clapham (1985), Chabal and Daloz (1999), Jackson and Rosberg (1982), and others have recognized the central role that the Big Man plays in African politics.  This is particularly true at the national level, where figures such as Mobutu Sese Seko and Felix Houphouët-Boigny brought attention to the concept and where leaders such as Blaise Compaore make extensive use of state resources to reward cronies today.  Yet, scholars have also noted that successful patron-client relationships are underpinned by political parties, which provide a channel through which individual politicians can distribute goods (Kitschelt 2000; Kitschelt and Wilkinson 2007).  Thus, the distribution of patronage by local politicians should be less systematic; we should expect local patrons to address the needs of their constituents in crisis only to the extent that they have clear ties to political party resources.  In Ghana, they do not.  A 1989 decentralization program created district assemblies and stipulated that most of their members
 be elected on a nonpartisan basis (Ayee 1996).  Candidates for the assembly seats thus campaign purely on personal attributes and are forbidden from referencing party ties.  As a result, in this particular study, we should not expect to see constituents in crisis appeal excessively to their local political leaders for help.
H1:  Individuals in crisis are not systematically more likely than their counterparts to appeal to political patrons for assistance.
Instead, individuals may choose to invest in relationships with—and request help from—other types of Big Men, such as religious leaders, traditional chiefs, or influential community members.  Two issues arise, however, one having to do with the concept of the Big Man, the other with the incentives those patrons face.  First, once we move away from political leaders as Big Men, the concept becomes a post hoc categorization:  anyone who provides material assistance, in anticipation of some future expectation of loyalty, could be considered a Big Man.  Every individual at the local level may have his/her own Big Man (or several of them), rendering the classification entirely subjective.  Second, nonpolitical Big Men do not rely on local constituents for votes, so they likely do not share the same incentive to provide assistance.  Confronted with crises that provoke excessive demands from several individuals, nonpolitical Big Men may be better off reneging than accepting general displays of loyalty as a quid pro quo.  Rational followers who learn this lesson through repeated interactions would come to expect little in terms of immediate insurance “payouts.”  Thus, we can state a second hypothesis:  no clear patterns in appeals to nonpolitical Big Men are likely to emerge across flood-stricken and stable environments.

H2:  Individuals in crisis are not systematically more likely than their counterparts to appeal to other, nonpolitical “Big Men” for assistance.
James Scott’s Moral Economy of the Peasant (1976) offers an alternative to the Big Man story; it gives us the image of rural subsistence farmers who live in a fairly steady state of subsistence, which they manage so long as disasters are averted.  Crises, however, mean “the difference between the normal penury of peasant life and a literally hand-to-mouth existence” (Scott 1976: 17).  To minimize the probability of livelihood crises, peasants adopt a strategy of “safety first,” in which they invest heavily in avenues that can serve as a backstop against disaster in times of real need.  This may mean in relationships with a patron, but it more often means in self-help tactics or in family, kin, and community relationships.  The meteoric expansion of cell phone networks and the fairly impressive growth rates of many African countries aside, most sub-Saharan Africans continue to live in the world described by Scott:  barely half of Africans have access to safe drinking water, a third are chronically malnourished, and about 75 percent have no access to electricity (World Bank 2007).  In these settings of subsistence, economic choices are embedded in a moral universe where all community members have a right to security (Booth 1994).
Scott’s important contribution highlights the limitations on politicians and political institutions in rural African settings.  Literature on informal insurance networks further elucidates the role that communities play.  Given the weakness of states and markets, Ostrom (1996) and Jütting (2000) argue that private, informal insurance networks are essential for rural dwellers.  Rather than confining constituents to a rigid moral economy, other scholars note that villagers are non-altruistic players in dynastic relationships who seek to avert risk (see Kimball 1988; Coate and Ravillion 2001).  Fafchamps (1992), Rosenzweig (1988), and Townsend (1994) all suggest that ostensibly cultural exchange practices allow households and individuals to cope with risk through expectations of reciprocity.  If households are assumed to interact repeatedly and to be equally likely to suffer crises, helping one’s neighbors is a reliable form of insuring one’s own protection from catastrophe.
This paper advances our understanding of informal social insurance by recognizing that crises in rural settings rarely affect only an individual or household.  Be they droughts, floods, or macroeconomic shocks, crises generally entail covariant risks—risks that threaten all members of a pool at once (Jütting 2000).  Investment in insurance networks with other individuals or households—even influential ones—thus carries the risk that payouts may not be available precisely when they are most needed.  
Instead, heads of households maintain more control against risk by investing in their own families.  Studies have shown that in poor environments, individuals find the productive benefits of additional family members
 to outweigh the costs of feeding more mouths, so larger family sizes are common (Krishnaji 1980; Lucas 1992; Lanjouw and Ravillion 1995).  The mean desired number of children can thus reach as high as 12 in some low-income countries, compared to 2.5 in the U.S. (Banerjee and Duflo 2006).  We should expect, then, that individuals who experience crisis would modify upwards their desired number of children, in recognition of the fact that family size is one source of insurance over which the individual him/herself has a strong measure of control.
H3:  Individuals in crisis are more likely to favor investments in the nuclear family.
To the extent that investments in the family are not always sufficient, it also makes sense for individuals to invest in the broader community.  By paying into a community wide system, individuals can receive returns from any or all members of that community, rather than from one neighbor or influential figure.  In times of crisis, when covariant risk is strongest, immediate payouts may be limited, but the investing individual understands that as conditions improve, he/she is positioned to gain community support.  Thus, we should expect to find that individuals who experience crisis are more likely than otherwise similar individuals who live in stable conditions to express a willingness to invest in the broad community.  
H4.a:  Individuals in crisis are more likely than their counterparts to express a willingness to invest in the broader community.
On the other hand, individuals may believe that as a result of widespread catastrophe, the community is unable to compensate those who have invested in the past.  They may further calculate that, due to the covariant nature of costs in times of crisis, the community would not be able to provide adequate assistance during future crises, either.  In this case, we might expect those suffering through the floods to reject ongoing investments in the broader community.

H4.b:  Individuals in crisis reject further investments in the broader community.
In summary, patron-client relationships are an integral component of African politics, but primarily through national-level politicians with access to party resources.  In rural settings where politicians do not have the same resources, constituents may be better off investing in family and the broader community.  The onset of crisis is likely to reify those choices and to induce behaviors that reflect individual priorities regarding social insurance.  Thus, the task in this paper is to compare the avenues for assistance that rural Africans exploit during times of crisis as opposed to under more stable conditions.
An experiment that randomly assigns a “crisis” treatment to a portion of respondents while controlling the inputs to the rest of respondents is a valuable way to explore this comparison.  Meyer (1995) notes that experiments constitute an improvement over observational data due to the exogenous variation—which is both randomly assigned and clearly understood—in the explanatory variable of interest (in this study, flood damage).  Furthermore, Green and Gerber (2000) argue that experiments conducted in naturalistic settings actually tell us something about causal relationships in the real world, something that laboratory experiments cannot always do.  In a natural experiment such as the one used for this paper, the assignment of individuals to treatment and control groups was out of the hands of the research team, but we can nevertheless be fairly certain that the assignment occurred randomly (with respect to the outcome we seek to explain).

The value of experimental designs has been exploited by a number of scholars in the field of African politics.  Laitin (1986), MacLean (2004), Miguel (2004), Miles and Rochefort (1994), and Posner (2004) all leverage Africa’s exogenously imposed political borders to explore the impact of national-level differences on otherwise similar groups of people.  Stasavage and Guillaume (2002) make use of exogenously determined participation in international monetary agreements as a natural experiment to test the pressures that African states face when withdrawing from regional currency unions.

Wantchekon’s (2003) study relies on a field experiment in Benin to shed important light on the degree to which voters respond to promises of patronage.  His finding—that voters subjected to promises of locally targeted goods are more likely to vote for a candidate than are voters subjected to messages promising broad national-interest programs—captures the salience that patron-provided resources have for the typical African voter.  In that study, however, the research design was not intended to account for variation in the needs that constituents face.  Clientelistic promises of roads and schools, for example, exploited the quite appropriate assumption that Africans view these resources as important forms of patronage.  In crises such as the floods in Northern Ghana, however, roads served only as firm surfaces on which to march through waist-deep waters, and schools only as emergency housing.  That constituents in these villages had more pressing needs than travel or education suggests that patron-client relationships are not a panacea when one’s very subsistence is at stake.

Research Design

Heavy rains hit Northern Ghana between late August and early September 2007, with flooding reaching its peak in mid-September.  Hardest hit was the Upper East region, which is highlighted on the GIS-generated map in Figure 1.  Not pictured on this map are scores of tributaries susceptible to overflow from excessive inundations.

[Figure 1 here]

Two pairs of research sites were selected in the Upper East region.  The pairs included villages that were close in proximity, to minimize differences in cultural characteristics, agriculture, and livelihood patterns.  Within each pair, one village suffered extensive flood damage and one remained largely unaffected.  At the time of the research, residents in the flooded villages were living in temporary structures such as tents, in school buildings, or in the rooms that remained in their home compounds.  They had developed alternative means for obtaining food and money, such as root diets and selling wood, but they were otherwise rebuilding and carrying on.
Figure 2 presents the location of the four research sites in the Upper East region.  Sandema and Bolgatanga are larger towns located in the central part of the region; Zaare and Missiga are small villages in the northeast corner.  Though separated by only 25 kilometers, Zaare and Missiga had very different experiences with the floods due to a stark elevation shift—Missiga is located on the Gambaga escarpment, a plateau that runs through the region, while Zaare lies at the foot of the plateau, along the Morago River.  Similarly, Bolgatanga is protected from tributaries of the Volta River by cliffs of the Gambaga espcarpment, while Sandema has no such protection.

[Figure 2 here]

Pairs of large towns and small villages were selected to account for the variable of location size and to overcome concerns about local particularities that could affect a study with only one flooded and one non-flooded site.  In the large towns, however, the random selection of survey respondents took place in circles around the town centers to intentionally oversample on flood victims in Sandema.
  Thus, in all four research sites, homes were primarily constructed of mud brick and residents were primarily subsistence farmers.  In the flooded sites of Sandema and Zaare, 96 percent of participants sustained loss of at least parts of their homes; in the non-flooded sites of Bolgatanga and Missiga, only three percent of respondents reported home damage due to rains.

Once the flooded and non-flooded sites were selected and permission to conduct survey interviews was obtained from local authorities, a research team was assembled.  The team of three enumerators was selected from a pool of candidates who had previously worked on the Afrobarometer data collection project; all three had university-level education and previous experience as survey enumerators.  After a training period and extensive pre-test trials, the research team traveled as a group, completing the target of 50 interviews per site before moving to the next site.  Respondents were selected via a random sampling procedure stratified by age categories and gender, to ensure a balance in these variables.  All surveys were conducted in the respondents’ place of current residence (whether permanent or temporary) during November 2007.  Respondents were fully briefed on the purpose of the survey, and participation was voluntary.

The aim of the survey was to compare how respondents prioritized potential sources of support when living in a crisis situation (floods) as opposed to a relatively stable situation (no floods).  Four potential sources were considered:  a political patron, other nonpolitical patrons, the family, and the broader community.  

Measuring reliance on a patron is fairly straightforward:  respondents could be asked whether they had contacted their local (political or nonpolitical) leader to help them solve a problem within the last two months (that is, since the onset of the floods).  Measuring reliance on family and the broader community is more complicated—in the flooded sites, those to whom a respondent might have turned for help may well have been seeking assistance themselves.  Thus, to operationalize the value that individuals place on ties to family and the broader community, we chose a less time-constrained approach.  

To measure reliance on the family, respondents were asked what they consider to be the ideal number of children in a family.  Higher responses would suggest a desire to have more helping hands available to provide insurance against catastrophe; lower responses would suggest a “go it alone” attitude or a belief that the costs of larger families outweigh the potential benefits of support and insurance.  A potential problem, especially in poor, rural settings, is the “up to God” response (Jensen 1985)—respondents may be unwilling or unable to offer an answer out of a fatalistic belief that they have no control over the outcome.  Jensen demonstrated that there is no evidence to suggest that fatalistic answers are non-random, yet to minimize the number of missing cases, we framed the interview question in the following way:  “Recognizing that the number of children we have is often not in our hands, what would you consider to be the ideal number of children in a family?”

To measure reliance on the broader community, we exploited the important place that funerals have in Ghanaian society.  In Ghana, large funeral ceremonies—and the pressure even distant acquaintances face to attend them—have become ubiquitous.  Funeral notices plaster outdoor walls; hosts rent stereo equipment, tents, and chairs and provide the finest food and drink; and attendees parade before the family and provide envelopes to the host, who often announces the amounts of money in each.  The burden on both hosts and attendees has become so great that the government has begun examining methods to curb the excess (Ghanaian Times 2008), yet the events continue for one culturally important reason:  they are seen as subtle yet powerful means of investing in the broader community.  To fail to attend a funeral or send a family representative without a convincing explanation is to damage the ties that bind individuals and families to the rest of the community in times of crisis.

The question posed to respondents was as follows:  “Suppose an acquaintance from the community passed away.  Would you attend the funeral if it were as far away as Kumasi?”  Kumasi is a major city between 800 and 900 kilometers from the research sites.  Respondents could answer “no,” “doubtful,” “maybe,” “probably,” or “definitely.”  Whether or not respondents would actually do as they said was inconsequential; what was important was the degree to which they valued this commitment to the community.  An expressed willingness to attend the funeral suggests a stronger reliance on the broader community as a source of insurance against personal catastrophe.

Respondents in all four villages were also asked a series of background questions.  Furthermore, in the two flooded sites of Sandema and Zaare, focus groups were conducted to explore in greater depth the issues raised during the survey interviews.

Data and Findings

Table 1 presents a summary of descriptive data for the respondents from the four research sites combined.  Slightly more males than females participated in the survey; the age of participants ranged from 18 to 85.  The average respondent had a primary school education, though 106 of the 205 respondents had received no formal schooling at all, a fact that is consistent with the characterization of rural, northern Ghana as a zone not yet incorporated into the process of modernization.  Northern Ghana is also characterized by high ethnic group diversity, and although Ghana has something of a north-south religious divide like many of its neighbors, the Upper East region is noted for high religious group diversity, as well.  Details of ethnic and religious diversity among respondents, which will be important later, are presented in the table.   

[Table 1 here]

Reliance on a Political “Big Man”

To measure the individual’s attachment to a political patron, we asked respondents in both flooded and unaffected sites if they had contacted their local politician within the last two months to help them solve a problem.  The idea of a local politician is understood by most rural Ghanaians to mean their district assembly representative, who is typically well-known and visible at the village or neighborhood level.  Nevertheless, we chose not to constrain those who may have political patrons in other elected or appointed positions, so the question was framed in a general manner.

To residents of the flooded villages, the timeframe would be understood as the immediate post-flood period; to residents of the unaffected sites, the timeframe likely had less concrete meaning.  A positive response would indicate that the patron plays an active personal role for the individual, suggesting that patron-client relationships thrive.

To be clear, the best research design would have been one that asked this question of residents in Sandema and Zaare (the flooded sites) before the floods hit, and then again two months after the floods.  That kind of study, while closest in design to a true petri dish experiment, can generally be conducted only with incredible foresight or fortune.  The next best design is to compare similar groups at the same time period after having received different treatments.  Thus, we posed the question in the same format to both the “treatment” and the “control” groups, and respondents were free to draw their own inferences regarding our hypotheses.

The data suggests that reliance on personal assistance from a political figure, perhaps in exchange for political support, does seem to be an option in rural Northern Ghana.  All told, 14 percent of respondents in the survey said that they had contacted their local politician at least once during the previous two months.  This figure compares reasonably to national results obtained in the latest round of the Afrobarometer survey, in which 15 percent of Ghanaians stated that they had contacted their local politician over the previous one year.

In considering whether or not Northern Ghanaians turn to their political patron as a backstop against catastrophe during times of crisis, however, the key is to distinguish between respondents in the flooded sites versus those in the unaffected sites.  Disaggregating the data in this way suggests that individuals do not put their hopes in a Big Man when their very subsistence is at stake:  as figure 3 shows, residents of the flooded sites are slightly more likely than residents of the non-flooded sites (16 percent vs. 12 percent) to have contacted their local politician during the same two-month time period, but the difference is not statistically significant in a difference-of-means test (p = 0.43).  This finding is consistent with our first hypothesis, that Northern Ghanaians brought face-to-face with catastrophe do not flock to their local political leaders as a form of social insurance.
[Figure 3 here]

Two alternative explanations are worth considering.  First, it could be that local politicians were proactive in the aftermath of the floods, tempering the need for residents to contact them.  By all accounts, district assembly members and other local notables did make a concerted effort to bring relief to families affected by the floods.  For example, our research team was shown lists that were compiled to keep track of which families had received food donations and which still needed them.  On the other hand, few of those on the lists actually had received food donations at the time of the study.  Having learned that food donations were underway and having not received any, one would expect clients in a committed patron-client relationship to very quickly call the attention of the patron to this fact.  We assume in this study that local politicians do work for their constituents; the issue is whether those constituents expect benefits from seeking additional, personal help.  They appear not to.
Second, residents may have understood disaster relief to be coming from non-governmental organizations (NGOs) rather than from the government, in which case they may have viewed contacting their local politician only as a pointless distraction to their patron.  This would explain why residents in the flooded sites were not significantly more likely than those in the unaffected sites to answer the survey question affirmatively.  While it is true that many of the camping tents provided for shelter, and some food sacks, were marked with NGO insignias (Salvation Army, Save the Children, CARE, etc.), it was well-known that the relief efforts were a collaborative operation between the NGOs and the government.  Indeed, they had to be, as local governments justifiably insisted that relief efforts pass through their offices.  Thus, it is unlikely that residents would have foregone the opportunity to call on their patrons if the patron-client relationship was a reliable and effective backstop against catastrophe.  The evidence suggests that for Northern Ghanaians, it was not.

Reliance on Nonpolitical Patrons

A secondary alternative is that individuals who suffer crises may turn to nonpolitical patrons to provide insurance against catastrophe.  To test the effects that flood exposure had on the individual’s tendency to seek patronage of this sort, we asked respondents (in separate questions) whether, in the last two months, they had contacted a religious leader, a traditional chief, or an influential community member for help solving a problem.
  Residents of the flooded sites were again slightly more likely than their counterparts in non-flooded villages to contact these potential patrons:  21 versus 16 percent sought help from their religious leader, seven versus six percent contacted their traditional chief, and 17 percent versus nine percent contacted an influential community leader.  However, none of these differences are significant in difference-of-means tests.  Nevertheless, regression analyses are included in Appendix A showing the causal factors that lead individuals to contact these nonpolitical patrons (as well as their local political leader, in Column 1).  Residents of the smaller villages are more likely to contact their political and influential community leaders, and younger people are more likely to seek help from their religious leaders.  Living in the flooded sites, however, is not a statistically significant predictor for contacting any of these potential patrons.  
Reliance on the Family

Having more children suggests a reliance on the family as a backstop against threats to subsistence during times of crisis.  As Norris and Inglehart (2005: 233) note, “in subsistence-level traditional societies…cultural systems vary in many respects, but in virtually every case they encourage people to produce large numbers of children, and discourage anything that threatens the family…”  Of course, for biological reasons, we could not have expected heads of households to have contributed to their family size in the two-month period between the onset of flooding and the collection of data, but we can nevertheless measure the general importance that individuals attach to large families by asking about the ideal family size.  The difference between residents of the flooded sites and the non-flooded sites is noteworthy:  in Sandema and Zaare (the flooded sites), the mean response for Ideal Number of Children was 7.03, versus a mean response of 5.81 children in the non-flooded sites.  In a difference-of-means test, the difference is significant at p<.01.  Figure 4, which presents box plots of responses to the Ideal Number of Children question for each research site, further reinforces the finding that Northern Ghanaians who have experienced a recent threat to their livelihood are likely to prefer larger families.

[Figure 4 here]

If the experimental design had allowed us to balance the treatment groups along important baseline covariates (such as age, gender, and education), these straightforward tabular effects would be sufficient.  However, given the natural assignment of both residents and the flood treatment to research sites, we cannot be certain that some confounding variable is not correlated with both the flood treatment and the desire to have larger families.  Thus, we should consider the findings within a multivariate regression framework.  Table 2 presents the results, using Ideal Number of Children as the dependent variable.  Values for the dependent variable range from 0 to 20.

[Table 2 here]

Column 1 of Table 2 displays OLS regression results for the basic model.  Flooded is a dummy variable coded 1 if the respondent lives in one of the flooded research sites and 0 otherwise.  Large Town is a dummy variable coded 1 if the respondent lives in either Sandema or Bolgatana and 0 if he/she lives in the small villages of Zaare or Missiga.  Gender is coded 1 if the respondent was a woman and 0 otherwise.  Age is a continuous variable between 18 and 85.  Education values range from 0 to 6, where 0 = no formal education, 1 = some primary school, 2 = completed primary school, 3 = junior high school, 4 = senior high school, 5 = university, and 6 = post-graduate studies.  Standard of living is a critical variable to consider when explaining ideal family size yet is notoriously difficult to measure in the rural African setting.  In this study, enumerators cataloged the assets of the respondent (bicycle, radio, cattle, chickens, etc.), then used those lists and a subjective evaluation of the individual’s personal condition, occupation, and environment (if possible) to generate a ranking of “low,” “modest,” or “good” standard of living.  The Standard of Living variable ranges from 1-3 corresponding to those categories.  These multivariate regression results confirm the tabular results presented above:  controlling for a host of demographic characteristics, simply living in one of the villages that was flooded makes Northern Ghanaians favor family sizes of at least one additional child.

Variation in family size preferences could be a function of cultural differences between ethnic groups.  Indeed, 77 percent of the respondents from Sandema were of the Builsa ethnicity, whereas 69 percent of the respondents from Bolgatanga identified themselves as Frafra.  A strong majority of residents in both Zaare and Missiga were of the Kusasi ethnic group.  One response to this potential confounding variable is to note that all of the major ethnic groups represented in the survey speak languages in the MoleDagbane subgroup of Gur languages, suggesting some cultural overlap.  A more satisfying response is to simply control for ethnic group differences using ethnic group fixed effects.  Similarly, differences in respondents’ religions could translate into different preferences regarding family size, which would represent an alternative explanation to the “threat to subsistence” explanation I have offered.  Thus, Column 2 of the table adds ethnic and religious group fixed effects.  The results are unchanged:  having been subjected to the floods is a significant predictor of a preference for larger families.  Gender is also significant—women express a preference for fewer children than men do.
  Catholics and Muslims seem to prefer more children than do Protestants (the omitted religious category), though these findings are not statistically significant (and are not shown in the regression table).  Likewise, education seems to have a negative effect on preferences for a large family, but we cannot be statistically certain that its effect is different from zero.

Interpretations using predicted values add life to these statistical findings.
  The results suggest that a female with a secondary school education living in a stable Northern Ghanaian environment would prefer a family of four or five children (mean = 4.40).  However, that same individual living in the crisis conditions of a flooded village would prefer a family of almost six children (mean = 5.79).  Similarly, a male with no formal education living in the stable environment prefers families with not quite seven children (mean = 6.88), but that same individual placed in a crisis environment would say that an ideal family has eight or more children (mean = 8.05). 
It is important to consider the fact that outliers may be driving the significance in the treatment effect—five respondents offered 15 or greater as an ideal number of children, and four of those five respondents live in flooded sites.  I am not inclined to view this as a weakness in the results.  On the contrary, the propensity of some respondents to offer excessively large ideal family sizes may tell us something critical about the dilemma that respondents in crisis situations face and about the sources of support they prioritize when their subsistence is threatened.  The research team found one respondent in the process of rebuilding his home, by himself.  In the course of the interview, he calculated how much more quickly he could rebuild if he had family members around to help him.  He could have asked neighbors for help, he noted, but that would entail offering them a meal—a gesture that he was unable to make.  If the treatment itself (the flood) is the principal cause for outlying observations, it seems reasonable to give those observations equal weight in the analysis.  Nevertheless, as a check of robustness, I account for the outliers in Column 3 of Table 2.  The most conservative method is to simply remove those outliers from the analysis; when the regression is recalculated in this manner, the p-value for the treatment effect is 0.069.

As a final robustness check, because the dependent variable responses are nonnegative integers with decreasing numbers of cases as the values increase, I also ran the models using a Poisson distribution.  The directions and levels of significance remained unchanged, so for simplicity of presentation, those results are not shown.

Reliance on the Community

A willingness to travel great distances to attend a funeral (and thus to maintain one’s bond with the community) suggests the prioritizing of the community as a backstop against threats to personal subsistence.  If residents living in crisis conditions appear more willing to make this investment in the community than are those living in stable conditions, we can infer that the onset of crisis has prompted a renewed reliance on this form of insurance.  Thus, in this natural experiment, participants in both flooded and non-flooded sites were asked the same question:  “Suppose an acquaintance from the community passed away.  Would you attend the funeral if it were as far away as Kumasi (800-900 kilometers)?”  Those who responded “probably” or “definitely” were coded 1; all others, included those who said that it would depend on who the person was (a “maybe”) were coded 0.

A frequency distribution of responses disaggregated by site is illustrated in Figure 5.  The results suggest rather unambiguously that respondents subjected to the flood crisis were thinking more about their bonds to the community in the aftermath of that crisis than were those not affected by the floods:  72 percent of respondents in the two flooded sites combined, versus 58 percent in the unaffected sites, said that they would make the long trip to the funeral.  Measuring actual appeals made from one community member to another during a time of disruption and widespread loss would be unfeasible.  Instead, this approach measured the general importance that residents place on their community ties, and the results indicate that in times of crisis, that importance is magnified.

[Figure 5 here]

Other factors may play a role in an individual’s willingness to invest in this kind of community bond:  wealthier individuals would be less constrained by the financial burden of the travel, so they may be more likely to express a willingness to attend the funeral.  Males might feel less constrained by responsibilities to children in the home, which could increase their willingness to attend the funeral.  Older individuals may feel a stronger obligation to attend, but conversely, young people may find traveling to be less difficult.  Finally, certain religious and ethnic groups may place a stronger priority on attending funerals.

To address these potentially confounding explanations, I again analyze the responses within a multivariate regression framework.  In this case, the dependent variable is a dichotomous response—whether the respondent would travel a long distance to attend the funeral of a community member—so a probit analysis is used.  The results are presented in Table 3.

[Table 3 here]

Column 1 of Table 3 presents the basic model and Column 2 includes ethnic and religious group fixed effects.  In both models, having been exposed to the floods in Northern Ghana made residents significantly more likely to express a willingness to invest in their community by attending the hypothetical funeral, holding a variety of demographic factors constant.  Age is also relevant—younger respondents were significantly more likely to express a willingness to make the trip—and not surprisingly, the poorest respondents (in what is a generally very poor area) were less likely to make the investment.  It should be noted that many respondents expressed concerns about the cost when they provided their answers; that those suffering through the chaos of the floods were also more willing to take on those costs is a powerful signal of the importance that community ties play in times of crisis.

To interpret the results, I use marginal effects coefficients, shown in Column 3 of the table.  This interpretation indicates that, simply by virtue of having lived through the floods, respondents in Sandema and Zaare were 17 percent more likely to express a willingness to travel to the funeral than were those living in the unaffected villages of Bolgatanga and Missiga.

Discussion and Conclusion
In poor, rural settings, individuals need reliable forms of protection against repeated crises that can threaten their very subsistence.  What this research shows is that when confronted by catastrophe, they tend not to prioritize their relationships with patrons.  Instead, the evidence from Northern Ghana indicates that constituents in conditions of crisis focus on strengthening family and community ties.  Investing in the family allows heads of households to have a greater measure of control over their insurance, while investments in the broad community generate many potential insurers, which makes the investment less risky.  Patron-client relationships are likely beneficial at the local level for individuals seeking regular material assistance or opportunities to get ahead, but in times of crisis, our evidence suggests that constituents do not count on patrons to ameliorate their problems. 
The puzzle that remains is why the participants in our study reconfigure their informal social investments in this way.  What precisely is the mechanism that links the onset of floods to an emphasis on family and community in Northern Ghana?  There are two possible answers.
One possibility is that the sites of Sandema and Zaare are particularly floodprone.  Had these villages had a history of flooding, residents might over time develop different social institutions as coping mechanisms.  This explanation is unlikely, however, because the floods were by all accounts a once-in-a-lifetime occurrence.  United Nations agencies reported that the amount of rainfall in late August was the heaviest in ten years, and according to the Head of Programs for Catholic Relief Services—Ghana, the region had not seen floods near this magnitude in over 40 years (U.N. OCHA 2007b).  Most critically, the excessive rains were exacerbated by the decision of the government of Burkina Faso to open the Bagré dam on August 27.  Opening the dam relieved pressure north of the border in Burkina Faso but had devastating consequences south of the border in Ghana.  Coming on the heels of a six-month drought in the savannah that made already hard soil even worse, the rains and excess water overtaxed seasonal tributaries across Northern Ghana, and, depending on the proximity of villages to those tributaries and to protective elevation shifts, some villages suffered massive crop and housing losses.  Given the exceptional nature of the crisis, we do not suspect that residents of the flooded villages had developed different coping mechanisms over time.  
Incidentally, the unique nature of the 2007 floods also allows us to rule out the possibility that the flood treatment was not exogenous.  If it were the case that better local governance explained better protection from flooding, through the building of levees for example, the treatment (flood damage) could be endogenous to the quality of government.  In this case, residents of Sandema and Zaare—who would presumably tire of the repeated inability of their local government to protect them against such crises—may not have turned to their local politicians because they had simply lost faith in their local political Big Men to protect them.  The role of political patrons would thus be understated in this study.  However, given the once-in-a-lifetime nature of the floods, none of the sites in the study had taken noticeable protective measures.  Thus, although we cannot rule out the possibility that the quality of local governance in some way affects residents’ decisions to seek help from their political patrons, we can at least be fairly confident that differences in flood preparedness did not cause variation in responses across the flooded and non-flooded sites.
Having ruled out the first explanation for why family and community become more important with the onset of crisis, we are left with the second:  proximate trauma.  Residents of Sandema and Zaare, who experienced an exogenous shock to their stable subsistence lifestyles that their counterparts in Bolgatanga and Missiga did not, seem to have been reminded intensely of the investments necessary to ensure “safety first.”  This is a more radical explanation; we might not expect residents only two months removed from the onset of crisis to think explicitly of longer-term, informal social investments.  Yet, the evidence seems to indicate that this is precisely the case.  Discussions with residents of the flooded sites suggest that there was nothing mysterious, distant, or uncertain about the benefits of larger families and stronger community ties.  The following are excerpts from conversations that occurred during focus group discussions with residents in Sandema and Zaare.  They address the issues of patrons, family, and community ties, respectively:

“I wanted a sack of rice just as badly as everyone else.  But to be honest, I could 
see there was only so much the assembly man could do for me.  That’s why I just went 
to the school (for shelter) and waited with the other people.” (FG 2, #1)
“You should have seen me—when the waters started coming, I put everything 
I could on my head and moved as fast as I could.  My little ones grabbed what 
they could, but we had to leave so much behind.  That’s why I’m telling you we 
need to have big families around here—sometimes you need all the help you can 
get.” (FG 2, #5)
“Believe me, if one of your people dies, you better do everything you can to 
get to that funeral.  If not, your relationships are finished…how could you go to 
that dead person’s family for help in the future?” (FG 1, #2)
This anecdotal evidence makes the prioritization of family and community easier to understand.  Northern Ghanaians are fully aware of the costs that accompany larger families and commitments to the community yet, in times of crisis, they are reminded in clear terms why those investments are worthwhile.  In settings of subsistence, the proximate trauma of a severe crisis is felt more viscerally; rather than adopting fatalistic or wistful responses, community members reevaluate their needs rationally and make choices that reflect clear cost-benefit analyses, even if their outlets for support are informal or ostensibly “cultural” ones.
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Figure 1.  Map of Ghana, with Research Region Highlighted.
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Figure 2.  Map of Upper East Region, with Research Sites.
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Figure 3.  Percentage of Respondents Who Contacted Local Politician.
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X-axis:  Black represents proportion of respondents answering “Yes” to the question, “Have you contacted you local district assembly member within the last two months to help you solve a problem?” X-axis:  respondents from Bolgatanga and Missiga are aggregated into the Unaffected Sites category; respondents from Sandema and Zaare are aggregated into the Flooded Sites category.

Figure 4.  Ideal Number of Children per Respondent.
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Figure 5.  Proportion of Respondents Willing to Travel to Acquaintance’s Funeral.
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Y-axis:  Proportion of respondents answering “probably” or “definitely” to the question, “Suppose an acquaintance from the community passed away.  Would you attend the funeral if it were as far away as Kumasi (800-900km)? X-axis:  enumeration sites (Sandema and Zaare suffered flooding).

Table 1.  Descriptive Data Summary for Survey Respondents.

	Observations (N)
	205

	Males  /  Females
	115  /  90



	Mean Age  (Std. Dev.)


	41.3 years  (15.7)



	Average Education Level
	Primary School

	Mean Number of Children  (Std. Dev.)


	4.1  (2.2)



	Mean Ideal Number of Children  (Std. Dev.)


	6.4  (3.2)



	Ethnic Group Percentages
	

	       Builsa
	.20

	       Kusasi
	.43

	       Frafra
	.18

	       Mamprusi
	.04

	       Other Ethnic Groups
	.15

	Religious Group Percentages
	

	       Muslim
	.17

	       Catholic
	.22

	       Protestant
	.34

	       Traditional
	.26

	       None/Other
	.01


Table 2.  OLS Regression of Ideal Number of Children.
Dependent Variable:  “Recognizing that the number of children we have is often not in our hands, what would you consider to be the ideal number of children in a family?”

	
	(1)
BASIC
	(2)
FIXED EFFECTS
	(3)
NO OUTLIERS

	Flooded

	     1.10 **

(0.46)

	     1.20 **
(0.58)
	   0.88 *
(0.48)

	Large Town

	-0.12
(0.46)

	-0.32
(0.92)
	-0.36
(0.78)

	Gender (Female = 1)
	      -1.40 ***
(0.52)

	      -1.37 ***
(0.54)
	  -0.81 *
(0.45)

	Age

	-0.01
(0.02)

	0.01
(0.02)
	0.02
(0.02)

	Education

	  -0.26 *
(0.15)

	-0.24
(0.16)
	-0.15
(0.13)

	Standard of Living

	-0.03
(0.46)

	-0.03
(0.48)
	-0.37
(0.40)

	Constant
	       7.11 ***

(1.31)
	       6.68 ***

(1.54)


	         6.26 ***

1.28



	
	
	
	

	Ethnic Fixed Effect

	NO
	YES
	YES

	Religious Fixed Effects

	NO
	YES
	YES

	R2
N
	.10
186
	.11

186

	.11

181



*p<.10, **p<.05, ***p<.01; standard errors in parentheses.
Ethnic groups are Builsa, Frafra, Kusasi, Mamprusi, and Other (the omitted category).  Religious groups are Catholic, Muslim, Traditional, None/Other, and Protestant (the omitted category).

Table 3.  Probit Regression of Willingness to Travel to Funeral.
Dependent Variable (1/0):  “Suppose an acquaintance from the community passed away.  Would you attend the funeral if it were as far away as Kumasi?”

	
	(1)
BASIC
	(2)
FIXED EFFECTS
	(3)
MARGINAL EFFECTS INTERPRETATION

	Flooded

	     0.45 **

(0.19)

	     0.48 **
(0.24)
	0.17

	Large Town

	0.15
(0.19)

	-0.04
(0.40)
	-0.01

	Gender (Female = 1)
	-0.03
(0.21)

	0.12
(0.23)
	0.04


	Age

	     -0.02 **
(0.01)

	    -0.02 **
(0.01)
	-0.01


	Education

	-0.08
(0.06)

	-0.07
(0.07)
	-0.03


	Standard of Living

	       0.70 ***
(0.19)

	       0.73 ***
(0.20)
	-0.26


	Constant
	-0.39

(0.51)
	-0.10 

(0.63)


	

	
	
	
	

	Ethnic Fixed Effect

	NO
	YES
	YES

	Religious Fixed Effects

	NO
	YES
	YES

	Pseudo R2
N
	.09
205
	.11

204

	


*p<.10, **p<.05, ***p<.01; standard errors in parentheses.
Ethnic groups are Builsa, Frafra, Kusasi, Mamprusi, and Other (the omitted category).  Religious groups are Catholic, Muslim, Traditional, None/Other, and Protestant (the omitted category).  Marginal effects capture the change in probability to the dependent variable with infinitesimal changes in each continuous independent variable and with discrete changes (from 0-1) in dummy variables.
Appendix A.  Probit Regressions:   Seeking Help from Patrons.
Dependent Variables (1/0):  “Have you contacted __________ within the last two months to help you solve a problem?”

	
	(1)
POLITICAL LEADER
	(2)
RELIGIOUS LEADER
	(3)
TRADITIONAL CHIEF
	(4)
COMMUNITY MEMBER

	Flooded

	0.05
(0.30)

	0.43
(0.29)

	0.10
(0.39)
	0.47

(0.34)

	Large Town

	  -1.09 *
(0.58)

	-0.16
(0.48)

	-0.15
(0.67)
	      -5.68 ***

(0.50)

	Gender (Female = 1)
	-0.33
(0.27)

	0.40
(0.28)

	0.23
(0.34)
	-0.81

(0.33)


	Age

	-0.01
(0.01)

	    -0.03 **
(0.01)

	-0.01
(0.01)
	-0.01

(0.01)


	Education

	-0.05
(0.08)

	-0.13
(0.08)

	-0.08
(0.11)
	-0.05

(0.09)


	Standard of Living

	0.28
(0.24)

	- 0.23
(0.26)

	0.08
(0.31)
	-0.45

(0.25)


	Constant
	-0.69

(0.72)
	0.84

(0.81)
	-1.55

(1.06)


	0.39

(0.77)



	
	
	
	
	

	Ethnic Fixed Effect

	YES
	YES
	YES
	YES

	Religious Fixed Effects

	YES
	YES
	YES
	YES

	Pseudo R2
N
	.07
201
	.23
196
	.07

196

	.17

204


*p<.10, **p<.05, ***p<.01; standard errors in parentheses.
Ethnic groups are Builsa, Frafra, Kusasi, Mamprusi, and Other (the omitted category).  Religious groups are Catholic, Muslim, Traditional, None/Other, and Protestant (the omitted category).  Note:  Muslims and Traditional religious practitioners are significantly less likely than Protestants to contact their religious leader for help.  
� In this paper, I use the terms clientelism, patronage, and patron-client relations interchangeably.  See Stokes (2007) for distinctions.


� Aside from higher office holders, such as MPs, who receive at-large appointments, and a handful of political appointees.


� This may mean protecting against high rates of mortality or ensuring a larger pool of labor.


� The town centers are better constructed and sustained much less damage.  The odds are also greater that residents of the town centers had higher standards of living than those living off the land surrounding the town center, which would have distorted comparisons between individuals at the center and the outskirts of the same town.


� As reported by the respondents.  It is impossible to know whether the damage cited in the non-flooded villages was actually due to the recent spate of rains, to normal wear and tear, or to some previous event.


� These questions were also close replications of Afrobarometer survey questions, adjusted to capture the post-flood period.


� To determine whether something particular about being male in a flooded village affects preferences for family size, I also ran the model with an interaction term for gender and flood.  The interaction term was not significant and the gender and flood variables maintained their levels of significance.


� I calculate predicted values setting Flood condition, Gender, and Education at the indicated values and all other variables at their means.  The t-ratio for Education does not reach standard levels of statistical significance, but it is not far off and its inclusion in these interpretations is insightful.


� I also conducted ordered probit analyses as an alternative to pooling responses into dichotomous categories.  Signs and levels of significance did not change.
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